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Abstract
This paper presents the development of a toolbox based on Dissonance Psychoacoustic Models departing from Terhardt’s theory, which includes Sharpness, Roughness, Tonalness, Root Relationship & Pitch Commonality. Dissonance perception studies are found under many approaches in psychology and musicology. There is no final word on how each parameter contributes to its perception of Dissonance. A review of the theories has been discussed by the author. Here, the theory is only briefly discussed, the implementation section carries a bit more information on each attribute before the patches and creative applications are presented.
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1 Introduction
This paper is part of a PhD program currently in progress. The research is on Psychoacoustic Dissonance Models to be applied over digital audio signals in realtime. The usage of this theory has been mostly applied in computer aided composition, but not much has been done for Live Electronics. Another contribution is to make such studies and concepts more accessible to composers and musicians.

The most familiar term is Roughness, which has usually been the only attribute present in Dissonance Models like Sethares’ [1]. It's common for such attributes to be usually implemented independently, so part of this research relies on the investigation of many different implementations of each attribute, as to put them together in a Pure Data library dedicated to Dissonance Modeling.

1.1 Sensory Basis of Musical Dissonance
In Terhardt’s theory [2], the sensory basis of Musical Dissonance depends on perceptual attributes divided into two groups. The “Sensory Dissonance” group refers to innate (objective) aspects of perception. The term was coined to distinct itself from subjective aspects of the “Musical Dissonance” concept (known to carry cultural factors) and made lots of research under a scientific approach possible [3]. But some authors have worked with an expanded notion of the sensory basis for Musical Dissonance [2, 4, 5] in which Sensory Dissonance is part of it. Complementary, “Harmony” is the second group. But there is still a clear separation from cultural aspects of perception [5 pp.48].

Nevertheless, inside a sensory approach, there are still further distinctions from lower to upper levels, such as: Psychoacoustics, Music Psychology and Cognitive Psychology. But an outline of Music Cognition research is not considered here. Many new outcomes are appearing, but a current review of this findings is not pertinent to the goal of research, as no applicable model has yet emerged from these researches.

<table>
<thead>
<tr>
<th>Sensory Dissonance</th>
<th>Harmony</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Sharpness</td>
<td>- Root Relationship</td>
</tr>
<tr>
<td>- Roughness</td>
<td>- Affinity of Tones:</td>
</tr>
<tr>
<td>- Tonalness</td>
<td>- Pitch Commonality</td>
</tr>
</tbody>
</table>

Table 1: Perceptual Attributes of Musical Dissonance according to Terhardt.

While the attributes of Sensory Dissonance can be applied to any kind of sound, the “Harmony” group deals with what is called “musical sounds”, and that means basically sound spectra such as those of musical instruments – and not noise or speech.

Moreover, the Harmony group is related to sounds that evoke the perception of Pitch, and this does not discard sounds that have a weak and diffuse pitch image, like inharmonic sounds. But a very important detail is that it’s related to chord structures with three or more notes (as in Root Relationship), and the relationship between successive tones or chords (as in Pitch Commonality). So it’s very much related to the concept of “Harmony” in music – hence the given term.

2 Implemented Perceptual Attributes

2.1 Sharpness
The concept of Sharpness can also appear under the term of Brightness or Density, which are equivalent or closely related [6]. The
sensation of sharpness depends on the quantity of a spectrum’s energy in the high register.

Usually, Sharpness Models are based on data from spectral centroid. So a measure of sharpness increases with spectral centroid, and is like pitch and its relation to frequency. The model of Sharpness is actually defined as the perceptual equivalent to the spectral centroid, but computed using the specific loudness of the Critical Bands. The unit of sharpness is $acum$, which is latin for sharp. 1 $acum$ is attributed to a 60dB narrow-band noise (less than 150Hz) at 1KHz.

\[
S = 0.11 \frac{\sum_{z=1}^{nband} z \cdot g(z) \cdot N'(z)}{N} \tag{1}
\]

Where $z$ is the band index, $N$ is the total loudness, $N'(z)$ is the specific loudness and $g(z)$ is a function $= 1$ if $z < 15$ and $= 0.66 \exp(0.171z)$ otherwise.

The model for Sharpness is then relatively simple, and regarded as a LLD (Low Level Descriptor). LLDs belong to an even lower and more objective level than other Psychoacoustic Attributes. They have been gaining accessibility in computer music, and there are a few Pd libraries around [7-9].

The chosen definition and model is from Zwicker and Fastl [4], an implementation in Pure Data was already available in Jamie Bullock ‘s LibXtract [9]. Because Sharpness is a rather simple and straightforward concept, there wasn't any change to be made, any enhancement to be proposed, or debate on it's accuracy, unlike the other attributes.

### 2.2 Roughness

Roughness is the physical correlate of Amplitude Fluctuations [10]. Slow fluctuations (at a rate lower than 20Hz) are known as “beats”. Roughness or “fast beats” are for rates over 20Hz up to a Critical Bandwidth. So the value of Roughness always takes into account a frequency difference, or musical interval for that matter!

The results of Plomp & Levelt (see Figure 1) gives us a rule of thumb that maximum Roughness is perceived at a rate (or musical interval) that corresponds to one fourth of the Critical Bandwidth [11]. Since Helmholtz [12], Roughness is usually regarded as the main or only aspect of dissonance under a sensory approach. This is why Roughness in the graphic of Figure 1 is depicted as a consonance / dissonance measure.

Parnucc [13] offers an equation that fits the Plomp & Levelt's results from Figure 1 (see Equation 2). It gives us a vertically flipped graph of Figure 1, with the maximum Roughness being equal to 1.

\[
R = [e (b / 0.25) \exp(-b / 0.25)]^2 \tag{2}
\]

Where $b$ is the frequency difference in the critical band scale (bark), and $R = 0$ if $b > 1.2$.

The Roughness of complex tones is measured by adding the result from each combination of pairs of partials. Dyads formed by complex tones are also measured by adding the values from each combination of partials from both of the complex tones in the dyad. See figure 2 below.
without considering it to be a musical sound in a musical context. But, as Roughness is directly related to frequency intervals, it's a perfect feature to measure musical intervals in a musical context, and that's exactly what a graph such as Figure 2 is about. And because Roughness has been considered the most important attribute of Dissonance perception, the graph of Figure 2 has been considered a Dissonance Curve. More about Dissonance Curves in the Creative Applications section of this paper.

Many models have been developed over the years based on Plomp & Levelt [11], who only worked with equally loud pure tones. So the main difference and most controversial detail among all these models is how to compute Roughness for amplitudes that are not equal.

Regarding this issue, there are many proposals of how to change the Roughness value from Figure 1 according to an “amplitude weight function”. Clarence Barlow [14] has a nice revision of many Roughness models and developed a particularly careful one. What makes his model quite complete is that it accounts the masking effects and Robson and Dadson Equal Loudness Curves [15]. But as to compute Roughness for different amplitudes, Barlow simply extracts a quadratic mean of the amplitudes in Sones.

A different approach than from the ones based on Plomp & Levelt are based Amplitude Modulation [4, 16] and on a model of the peripheral auditory system, like the work of Pressnitzer [17], which is also implemented in Pd.

But then, Vassilakis [10] presented a revision of Plomp & Levelt models related to the unequal amplitudes issue, and proposed an amplitude weight equation based on the Amplitude Fluctuation Degree, which is also a revision of the usage of Amplitude Modulation Depth in Roughness modeling.

\[
\text{Amp}(A_1, A_2) = \left( A_1, A_2 \right)^{K_1} K_2 \left( \frac{2 A_1}{A_1 + A_2} \right)^{K_3}
\]

Where \( K_1 = 0.1, \) \( K_2 = 0.5, \) \( K_3 = 3.11 \) and \( A_1 \) & \( A_2 \) are, respectively, the smallest and biggest of the amplitudes.

The Roughness model proposed here is based on Plomp & Levelt family and is greatly an implementation of Clarence Barlow's revision of the current models [14]. But we're proposing and investigating the inclusion of the Vassilakis' equation.

This was actually first proposed in 2007 on a paper for the Pd Convention in Montreal [18], so more information about Roughness and a first description of the model can be found there. This was first presented as a Pd Patch, but now there is an object available, which has also been announced and published in previous publication by the author [19].

A new update version of this object is available now at the time of this publication, which is clearly an update and development of these previous work.

![Figure 3: The roughness object works with lists of amplitudes and frequencies. A) is the Roughness of a harmonic complex tone, and B) the Roughness of two sinusoids (500 / 530 Hz).](image)

### 2.3 Virtual Pitch, Tonalness (Klanghaftigkeit)

The term Tonalness refers to “the degree to which a sonority evokes the sensation of a single pitched tone” [20] – in a sense that sonorities with high Tonalness evoke a clear perception of pitch. As a component of Consonance, Tonalness is the “ease with which the ear/brain system can resolve the fundamental” [21], being the easier, the more consonant. Right next we'll see how this idea is strongly related to the Virtual Pitch theory. Virtual Pitch is a key feature of not only Tonalness, but also Root Relationship and Pitch Commonality. Parnuccit's Pitch Commonality Model [20] gives us all of these attributes.

Besides Tonalness, Psychoacousticians have also used the term "tonality" and both have been defined and used in different ways, some difficulties have arisen because of the translation of the terms into and from German [22]. Huron [23] prefers Toneness. Terhardt adopts Tonalness as a translation of the German term Klanghaftigkeit and relates it to his Virtual Pitch theory. Parnuccit is based on Terhardt's theory and provides us with a model of Tonalness as part of his Pitch Commonality model, but translates Klanghaftigkeit as Sonorousness [20].

A Spectral Pitch is the perception of a sine tone component present in a complex tone. Sinusoids can only evoke Spectral Pitches. A Virtual Pitch comes into play to explain the pitch perception of complex tones (i.e. formed by a collection of Spectral Pitches).

For harmonic complex tones, the perception of Virtual Pitch is usually the same as the fundamental tone of that sonority. But if the fundamental is missing, it is still possible to have the same pitch perception – hence the term “Virtual” –, this is the most important
implication of the theory. Another implication is that complex tones can evoke more than one Virtual Pitch sensation. And the more Virtual Pitches evoked, the less Tonalness we have.

Parncutt's Pitch Commonality Model [20] gives us primarily a Spectral and Virtual Pitch Weight. The first step is to apply loudness and masking functions on the spectrum. The amplitudes are then defined in Audible Levels (AL) in dB. Next, the model derives a spectrum with amplitudes in “Pure Tone Audibilities”, which are actually Terhardt’s Spectral Pitch Weight – a measure for the intensity of a Spectral Pitch – given as follows:

\[
Sw(f) = 1 - \exp\left\{-\frac{AL(f)}{AL_0}\right\}
\]  

Where \(Sw(f)\) is the Spectral Pitch Weight of a sine tone component frequency in Hertz. \(AL(f)\) is the Audible Level of this sine tone component in dB, the \(AL_0\) was estimated experimentally at about 15dB.

The “Audibility of a Complex Tone” is the same as the Virtual Pitch Weight – a measure of the intensity of the perception of a Virtual Pitch. To find it, we need to look for harmonic patterns in the spectrum, so it may be regarded as the “measure of the degree to which the harmonic series, or part thereof, is embedded in the audible spectrum of a sonority at a given pitch” [20]. More than one harmonic series pattern can then be found, resulting in multiple Virtual Pitch sensations.

Parncutt uses a harmonic series template with ten components and sweeps it over the sonority to look for matches. Every time one or more harmonics from the template match a sine tone component in the spectrum, the pitch corresponding to the fundamental of the template gets a Virtual Pitch Weight. Check the mathematical formulation below:

\[
Vw(f) = \sum_{1-n} \left[ \sqrt{\left( Sw(f, n / n) \right)^2} / Kt \right]
\]  

Where \(Vw(f)\) is the Virtual Pitch Weight of the fundamental frequency on the template in Hertz, \(n\) is the number of the harmonic on the template, and \(Kt\) is typically about 3.2

Parncutt gives us both Pure and Complex Tone Sonorosity, which are, respectively, dependent on Spectral Pitch Weight and Virtual Pitch Weight. The latter is the equivalent to the Tonalness of a complex sonority. Pure Sonorosity or Pure Tonalness (\(Tp\)) is a quadratic sum of the Spectral Pitch Weights. Complex Sonorosity or Complex Tonalness (\(Tc\)) is given by the highest Virtual Pitch Weight. Both values can be normalized to one by multiplying, respectively, to 0.5 and 0.2.

A different Tonalness model is provided by Paul Elrich [21]. It is not based on a model of Virtual Pitch

\[ Kt \] is a free parameter that depends on the mode of listening, chosen such that resulting values of Virtual Pitch Weight are correctly scaled relative to Spectral Pitch Weight.

model, and is being considered as an alternate implementation.

![Figure 4: implementation of Tonalness/Sonorosity](image)

The implementation here is not as an object, but as an abstraction that shows the array with Spectral Pitch Weights (Pure-Tone-Audibilities) from Eq. 4, which is the spectrum after the loudness and masking function (note how the second partial of 170Hz has a smaller amplitude due to the masking effect)

2.4 Root Relationship (Basse Fondamentale)

The Virtual Pitch model also provides a way to find the probable root of a chord or spectrum. These implications of Virtual Pitch depend on the concept that complex tones and chords may evoke several Virtual Pitches (i.e. Pitch Multiplicity).

Further steps in the Pitch Commonality model [20] can provide us a measure of Root Relationship based on Pitch Salience. Both Spectral and Virtual Pitch Weights are mixed to provide a general Pitch Weight Profile – in the case of the same pitch having both a Spectral and Virtual Weight, the highest of them prevails.

\[
M' = \sum Pw(f) / \max(Pw)
\]

\[
M = M' \cdot Ks
\]

\[
Ps(f) = [Pw(f) / \max(Pw)] \cdot [M / M']
\]

Where \(Pw(f)\) is the Pitch Weight of a frequency and \(\max(Pw)\) the highest Pitch Weight. \(Ks\) is another free parameter which has a typical value of 0.5. \(M\) is the Pitch Multiplicity and \(Ps(f)\) is the Pitch Salience of a frequency.
Pitch Salience is defined as the probability of consciously perceiving (or noticing) a given pitch. The most salient of the tones is considered to be the possible root. The Pitch Salience of a frequency depends on the Multiplicity, which is initially estimated as \( M' \). Check equations 6 to 8.

Thus, a Model of Root Relationship can be provided as the maximum value of Pitch Salience, and it is considered more prominent if the maximum salience is much higher than the others. A Pitch Salience Profile is the set of Saliences for all frequencies, and is the fundamental data to calculate Pitch Commonality, described next.

![Pitch Weight Profile](image1)

**Figure 5: The Pitch Weight Profile from the input of Figure 4 above, and The resulting Pitch Salience Profile below – as well as the Multiplicity measure.**

### 2.5 Affinity of Tones: Pitch Commonality

Affinity of Tones deals with the concept that a tone may be sensed as similar to another of a different pitch [2]. Terhardt raises an internal auditory sense as one of the aspects of Tone Affinity, mainly for the Octave and Fifth. But a second aspect is Pitch Commonality, which is based on the concept that different sonorities may evoke pitches in common as a result of their Multiplicity. So the more pitches are evoked in common, the bigger the Pitch Commonality we have.

Parncutt presents the Pitch Commonality Model as a Pearson correlation coefficient of the Pitch Salience Profiles of two different sonorities. It is equal to 1 in the case of equal spectra and hypothetically -1 for “perfect complementary sonorities”.

As for changes in the original model as described by Parncutt and available\(^3\) in C code, the Pd implementation allows a finer division of tones, as it was originally a fixed array of 120 pitch categories, in which each match a scale step in the 12-tone equal temperament over 10 octaves. This array of 120 Pitch Categories also applied for Root relationship and Tonalness.

The expansion considers a set of 720 pitches as it allows steps of 1/12 tone, which provides a very good approximation of Just Intonation intervals up to the 11\(^{th}\) harmonic and other microtonal tunings. One example that approximately fits this division is Parncutt's tone system [24].

A much finer division is also possible. For example, steps of one cent (an array of 12000 elements) can account for a rather continuous frequency range. The harmonic template can also contain more partials than Parncutt's-10 harmonics set, and a typical chosen value is 16 harmonics.

![Pitch Commonality Matrix](image2)

**Figure 6: The Pitch Commonality object, takes the number of spectra to compare as an argument and gives a list of all the Pitch Commonality combinations as a list.**

The result from figure 6, which measures the Pitch Commonality of 3 pitches, gives as a result a list of 9 elements, which are shown in the form of a matrix instead. Let's label the Pitches from left to right as A, B & C. The first line is then: \((A + A), (A + B), (A + C)\). Second line is \((B + A), (B + B), (B + C)\), and the third is

\[ \begin{array}{ccc}
1 & 0.839868 & 0.581165; \\
0.839868 & 1 & 0.664414; \\
0.581165 & 0.664414 & 1 \\
\end{array} \]

---

\(^3\) The code is available at: <http://www.uni-graz.at/richard.parncutt/parpitchcode.html>
(C + A), (C + B), (C + C).

2.6 Final Considerations

So Parnucci's Pitch Commonality model goes over a few stages to reach the final step that's actually related to Pitch Commonality. And over the process we also have the Root Relationship as a byproduct to cover both attributes of the Harmony group.

The Tonalness measure is not actually a necessary step to calculate Pitch Commonality, but a complementary Sensory Consonance feature. It could then be completely ignored to open for a different Tonalness implementation such as Elrich's [21]. Sharpness and Roughness are not considered in Parnucci's model. And a complete dissonance model should include these other attributes.

One extra feature presented by Parnucci is a Pitch Distance Model based on the Pitch Salience Profile of two complex tones, but Pitch Distance/Proximity itself is not an attribute of Dissonance. It can be useful, though, for compositional purposes. Other similar features that relate to these perceptual concepts are equally welcome in this research, as the final goal is to have a set of patches and objects dedicated to composition and live electronics. Another such extra feature is Barlow's model of Harmony [14], which was also implemented in Pd.

3 CREATIVE APPLICATIONS

3.1 Dissonance Descriptors

Sharpness is a LLD and a Dissonance attribute. One creative possibility being applied with LLDs is to use them as timbre descriptors to match sounds with similar characteristics, in techniques such as concatenative synthesis and other similar processes – as the ones provided by William Brent [25]. The perceptual attributes of Dissonance Models can be applied in the same fashion in real time applications, and expand this process in conjunction with other LLDs.

By using any of the attributes as a descriptor, one can operate basic Live Electronic processes with such control data – like triggering events, DSP processes, and so on. So a more dissonant sound, such as described by a low Tonalness measurement can trigger any sample, or switch to a particular DSP transformation, etc.

The sCrAmBlEd?HaCkZ! 4 Performance by Sven König uses the matching of descriptors to reconstruct a live sound input from a sound bank of audio snippets. Miller Puckette's performance with Rogério Costa in the São Paulo Pure Data convention had a similar process, where both sax and guitar were fed to a buffer and re-used to reconstruct lines from live input.

Kind of similar processes are possible and expand these ideas. A high Roughness spectrum can trigger another spectrum alike or not. Or measure the Dissonance descriptors of a dyad/chord and form progressions by recalling a sound from the buffer or a sound bank that would have, for example, a high or low pitch commonality with a live input.

Such dissonance models have actually been used this way to assist the composer in defining the chord progression or organize the structure of a piece – such as the work of Clarence [14] and Sean Ferguson [26]. But besides the computer aided approach, new real time possibilities are available to be explored and discovered.

Nevertheless, the computer aided approach is still possible. It's not much what Pd was meant to be used for, as it is an offline process by concept (requiring the analysis and generation of tables and data to choose from and test). But even so, the Pd implementation can still help on that approach. Not only that, but it can provide a meeting point half way.

For example, several analysis can be done beforehand and stored in a data bank. That is actually how many processes in timbre matching or the sCrAmBlEd?HaCkZ! Performance works. As for the case with Dissonance descriptors, we can generate and store information like Dissonance Curves.

![Figure 7: Roughness being measured in realtime. The input and result is about the same Figure 3 B). The analysis from [sigmoid-] is used to generate lists of amplitudes and Frequencies. So in the same way it can be applied to provide input for the Tonalness/Pitch Commonality model in realtime.](image)

3.2 Dissonance Curves

An expansion from a merely momentary description/measurement is the usage of Dissonance Curves, which are graphs of dissonance on the vertical axis over musical intervals on the horizontal axis. It was mentioned how Roughness ratings are fit for that, and Figure 2 is an example of it.

---

4 <www.popmodernism.org/scrambledhackz/>. 
3.2.1 Roughness Curves

The Roughness Curve finds the most consonant intervals as the absence of Roughness, and this happens when the partials from a complex tone are aligned with the partials of another complex tone. The alignment of partials thus depends on the distribution of partials. On Figure 2 we have a harmonic complex tone, so the partials align in musical intervals that correspond to this harmonic relationship – i.e. just intervals.

So Roughness implies a strong relationship between the distribution of partials and matching musical intervals. In a sense that if you know which are the intervals of minimum Roughness, you can predict the structure of the spectrum.

The models based on Plomp & Levelt are more widely used for musical applications, which have been basically the measurement of musical intervals’ “dissonance”. This family of model was chosen in the Pd implementation because of that. These models don't need a digital signal over time as an analysis input, and can have input data in the form of frequency and amplitude lists. This allows the generation of curves such as Figure 2 without having to generate that signal and then analyze it.\(^5\)

All you need is an algorithm like Sethares’ [1] to generate such curves just by a snapshot of a spectrum, then duplicate it and shift the copy in different intervals over a specified range. Or have two different spectra and have one fixed while the shifts.

A similar algorithm can generate a curve from 2 different spectra, keeping one of them still while the others shifts.

3.2.2 Autotuner (Adaptive Tuning)

One main usual application of Dissonance Curves is on tuning theory, as this is a perfect tool for finding the most consonant or dissonant interval according to a specific spectrum. More about this can also be found on the previous PdCon paper [18]. By that time, a Roughness model was implemented as a patch, and was applied in an “Adaptive Tuning” module, which was now updated to a newer version, but you can still check that previous publication for more info.

The “Adaptive Tuning” concept given by Sethares [1] is basically an Autotuner, which is a more common term that I prefer now. It is based on the generation of a Dissonance Curve of a spectrum, then dissonant and consonant intervals are found. So, for any note input in a scale, you can automatically re-tune it to a scale step from the curve.

A similar algorithm can generate a curve from 2 different spectra, keeping one of them still while the others shifts.

Figure 8: Roughness Curve of a [triangle—] oscillator, more on Figure 9.

Figure 9: Autotuner module being fed with the scale from Figure 8.

The Autotuner can receive any scale list with intervals in cents. The [Curve] object is doing that from maximum and minimum points of the Roughness Curve from Figure 8. So it always alternates between maximum (odd) and

---

\(^5\) It's also possible to perform analysis of temporal sounds with FFT anyway.
minimum (even) intervals. You can chose to adapt to the closest even/odd step or both. We see that the equally tempered tritone of 600 cents was retuned to 618, which is actually a bit rougher.

3.2.3 Finer Dissonance Curves

Roughness has been solely used to account for a Dissonance Curve, but it isn't enough to describe this complex and multiple perceptual phenomenon. Roughness is not the only attribute of Sensory Dissonance, and besides Sensory Dissonance there's also Harmony attributes that account for Musical Dissonance. So how much each attribute contributes to the overall measurement of Dissonance?

This is still in debate, and recent researches show that Harmonicity plays a more important role than previously considered [27], being Harmonicity pretty close and related to Tonalness. But further research is needed to outline and model the perception of Dissonance in a finer way. Roughness is an important cue, but can't be solely responsible for a so called Dissonance Curve.

With other attributes than Roughness, we can refine or expand the concept of Dissonance Curve to other features, such as points of maximum and minimal Tonalness, and a measure of the Pitch Commonality between two spectra over a specified range.

And as it gets more complex, it relates a lot to the computer aided process as generating all these tables aren't that fast yet to be constantly computed in realtime. On the other hand, previous analysis and the generation of a data bank is useful for further matching in realtime. This expands the idea of comparing just sounds in a bank by adding another dimension of the transposition of such sounds, and the generation of curves for more than one attribute.

Now other tools can come into play in this process. One is related to spectral transformation os sounds, and another is a pitch shifter that can provide transposition of sounds. The author uses a Phase Vocoder to transpose a pitch but it can also mix it with the untransposed original sound. More about it on the next section.

3.3 Spectral Transformations

3.3.1 Complex Modulation and Pitch Shift (compress and expand)

The technique of complex modulation, also known as Single Side Band Modulation, readily comes in Pd's audio examples patches (H09.ssb.modulation), which are part of Miller Puckette's book6.

It performs a linear shift in the spectrum up or down.

If shifted upwards, the relationship between partials become proportionally narrower. So if the spectrum is transposed back to match the original fundamental, we can say we have compressed the spectrum. Conversely, the spectrum can be expanded (partials become proportionally wider) if the spectrum

For the pitch shift you need first a pitch tracker like [simd~], and then a tool such as the phase vocoder to promote the Pitch Shift. The author has developed a phase vocoder patch with many capabilities in two versions: one for realtime live input, and another that loads previously recorded samples. See the live version on Figure 12.

3.3.2 Arbitrary control of partials

Another patch provided by the author relies on re-synthesis based on [sigmund~] to perform arbitrary control of individual partials. The data from [sigmund~] feeds a bank of oscillators that total up to one hundred, which is a reasonable number of oscillators for this purpose.

The detuning of partials is possible via the manipulation of a detuning table ($0-Detune in Figure 10), which can also be controlled by sliders and MIDI data. Each point in the array correspond to a partial number in ascending order. A detuning generator (below the $0-Detune table in Figure 10) also performs a compression or expansion of the partials, in a similar fashion than the one possible via complex modulation.

As you can perform any arbitrary manipulation, any kind of deviation function can be applied. One easy, for example, is to send 'sinesum' or 'cosinesum' commands to the detuning table in Pd. But the most interesting theoretical application is what Sethares calls Spectral Mapping [1].

3.3.3 Spectral Mapping

This technique allows us to change the relationship between partials to match a particular tuning. Like a Roughness Curve gives us musical intervals (or a 'scale' per se) that matches a spectrum. You can say that Spectral Mapping aims for the opposite, and that is to get a spectrum that matches a given tuning/scale.

For example, if you have a harmonic spectrum and detune the second partial (which is an octave above the fundamental) 50 cents

---

6 <http://crca.ucsd.edu/~msp/techniques.htm>.

7 First available as examples of a Computer music course by the author based on Pd examples, as presented in the last Pd Convention [28].
upwards, the alignment of partials will match in that same interval 50 cents over an octave instead of the octave, which will actually sound much rougher.

Tuning systems based on Equal Temperament can never perfectly match harmonic spectra. Our equal temperament of twelve tones enable a “tolerable” mismatch, but if you divide by eleven or thirteen, you’ll find trouble. Just Intonation provides the best fit as they’re exactly harmonic intervals, and not approximations like Equal Temperaments. A spectrum that matches a “weird” scale is then needed.

For that, the author provides a Spectral Mapping module as an abstraction in Pd, and it generates a new detuned series of partials according to a scale, which is sent to the a table ($0-Detune) that retunes the partials from the original input into the new series.

Among the possibilities, you can divide the octave in any equal number of steps, but also any other interval given in ratios or cents. This allows non octave tunings such as a twelfth $[3:1]$ divided into 13 equal steps, which is a famous Bohlen-Pierce tempered scale$^8$.

Other unequal divisions are possible such as harmonic and arithmetic divisions or both. Although conceptually they generate Just Intonation intervals, these scales can also be used to mistune the partials in a harmonic series. The right outlet sends the generated scale, which can go then into the Autotuner module, or into the Phase Vocoder, which also has a built-in Autotuner (see Figure 12).

---

Figure 10: Arbitrary Control of partials via re-synthesis and the Spectral Mapping Module that generates a new series of partials according to a scale.

---

8 <http://www.huygens-fokker.org/bpsite/>
The Phase Vocoder is very useful to replay a recorded buffer in different tempos and transpositions. But now, with the Spectral Mapping technique, it can also replay in a different tuning system a transformed spectra that fits to that scale. That is what we see on figure 12. It got the scale from the Roughness Curve, and is retuning the pitch to the closest scale step. The relative fundamental of the scale needs to be specified and it's C if not.

The input is transformed version of the [triangle~] oscillator at 300Hz. So it retunes it to the frequency corresponding to the nearest interval from the scale given by the Roughness Curve. 300Hz is approximately D one sixth of a tone sharper than C (about 237 cents).

The Roughness Curve, as you can see in Figure 11, found an interval at 370 cents, which is somewhat like a “major third” in this system, and the exact interval is in fact about 369.2 cents – so we can see that it's actually working as expected by the theory. The built-in autotuner module is then shifting this input (of around 270) almost 135 cents up to match the 370 cents step.

Another way to use the Phase Vocoder is as a dyad generator, by setting the “mix slider” below the “Transp number box” in halfway. Or just a plain pitch shifter. So instead of retuning the recorded data to the closest scale step, you can generate dyads with the original untransposed signal or shift it any way you want.

As a different similar possibility, you can have data coming from your MIDI keyboard into the autotuner module from figure 9. For the examples here exposed, the autotuner got a MIDI input of 700 cents (perfect fifth and shifted it to 740 cents, which can also be seen as a consonance in Figure 11, and is also very close to the actual interval in theory, which is about 738.5 cents.

### 3.3.3 Other Transformations and synthesis

One other idea to have more of an arbitrary control without the usage of an oscillator bank is to apply the vocoder/convolution technique, which is often used to filter an input to match the spectral imprint of another source.

This is what is behind the many autotune videos on youtube nowadays, where they usually force a melody with a harmonic spectrum over the voice. But you can have other targeted spectra, which may allow a sort of Spectral Mapping.
But this is a link to mention that just any kind of spectral manipulation that you can perform, including ones that you don't even quite understand, might be applied as the curves will tell you what you can do with whatever you got. For example, any random Ring or Amplitude Modulation can generate something interesting and applicable for the creative applications here exposed. And by the way, a Ring and Amplitude Modulation module are also possible in the Phase Vocoder abstraction, and it also corrects the Pitch up or down to sustain the same fundamental.

And lets not forget that all of this applies to synthesis techniques, so again there's Amplitude Modulation, and also the more complex results of Frequency Modulation, Waveshaping, whatever.

4 Final Discussion

Most of this research so far has been mainly concerned with the implementation of the models and the psychoacoustic theory. This is a major problem on itself as there's still a good debate on how each parameter affects the perception of Dissonance.

Not to mention that there isn't a clear straightforward idea of what a complete Dissonance Model is yet. More than that, even regarding singular attributes, there are still ongoing debates on how each one can be improved or more accurate. This paper does not properly address this issue. But the final PhD dissertation will.

Regarding the issues on each attributes. An investigation and further validation of Vassilakis' work is on progress. By applying his formula, the Roughness Curves have a much smaller result for intervals such as the major seventh (the Roughness Curve graphs on this paper are from Barlow's model).

A graph such as proposed by Barlow looks much more like what one would expect a Dissonance Curve to look like. But then, Roughness is not the only attribute of Dissonance. So if Vassilakis is in fact more accurate, it needs to be combined with another attribute such as Tonalness to derive a more intuitive Dissonance Curve.

The Tonalness model by Paul Elrich [21] provides curves that are also much more intuitively like the idea of a Dissonance Curve. It needs to be confronted with the alternate process behind the model provided by Parnicutt.

The goal of research is not to put a final rest on the debate of Dissonance Modeling, but generate a state of the art review of this theory. Raising some questions, and some perceptual tests are being considered for that matter. Some discrepancies in the models are still under investigation, and final conclusions will be expressed also in the thesis.

The application of this theory in compositional practice is also incipient. We can see Hindemith's system of Dissonance [29] as one of the first important references, but without any psychoacoustic modeling theory. From the few examples based on psychoacoustic theory and models, the work of Clarence Barlow [14] and Sean Ferguson [26] must be highlighted, but they have worked in a computer aided process and not in real time yet.

One contribution of this study is to make this theory more available to musicians and composers, and also provide it in the form of open source tools implemented in Pure Data.

Even though it is still a research in development, the implementation and some creative applications could already be here exposed. And other creative possibilities shall arise by the pace this research becomes more available to creative musicians. It's certainly a tool with great creative potential.

Sethares et al [30] also provides a spectral toolbox for MAX/MSP. Sethares' theoretical work is of great importance on this research, but his implementations weren't actually taken into account, and the final products differ for that matter. Anyway, although MAX isn't free, the spectral toolbox code is available under the GNU General Public License v2.0.

One main difference to the work of Sethares is that his tools are solely based on his Roughness Model, and the fact that the patches can't be edited as they are this ready made and previously coded interfaces, and the result is more user friendly too, of course.

This paper focused on creative applications for real time live input manipulation, such as from musical instruments. Regarding Spectral Mapping, synthesis techniques can be more stable and easier to tame and apply in practice.

The results for input such as the [triangle-~] oscillator are accurate as exposed. The challenge now is to make it more satisfactory for real instruments. As one might expect, a sound source that has a very rich spectrum with may transients can result in a chaotic mess. An idea currently in progress is to detect and segment attacks out of the Spectral Mapping transformation.
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