
Machine Learning October 15, 2018

Lab Class ML:I, ML:II

By Wednesday, 2018-10-31, solutions for the following exercises have to be submitted: 3a-b, 4.

Exercise 1 : Machine Learning (general)

(a) Define the terms “supervised learning”, “unsupervised learning”, and “reinforcement learning”.

(b) Sketch for each learning paradigm a typical problem together with a description of its technical
realization.

Exercise 2 : Machine Learning (general)

(a) Which design decisions are to be made during the development of a learning system?

(b) What is the difference between inductive learning and deductive reasoning (= learning through
deduction)?

(c) Name an example of a problem which cannot be solved by learning. Explain your answer.

Exercise 3 : Linear Regression

The table below describes four cars by their age and stopping distance for a full braking at 100km/h till
stop:

Car Wartburg Moskvich Lada Trabi
Age (year) 5 7 15 28
Mileage (km) 30 530 90 000 159 899 270 564
Stopping distance (meter) 50 79 124 300

(a) Determine the weights wi for the linear regression for the age variable.

(b) Extrapolate the expected average stopping distance for a 15-year old car. Note: use the model
from (a).

(c) Consider the mileage of the cars as an additional variable and repeat (a) and (b) under this setting.

(d) Draw a scatter plot of the data and the linear regression for a variable of your choice.

(e) Discuss the problems and pitfalls of extrapolation.

Exercise 4 : P Basic Data Analysis and Linear Regression

In this course, we will use the Python programming language, version 3, to work with data sets and
implement fundamental machine learning algorithms. The following exercises will help you prepare for
subsequent programming assignments.

(a) Read Sections 1.1. through 1.4. and 1.6. from www.scipy-lectures.org. If you are new to Python,
consult other sources, such as docs.python.org/3/tutorial and www.diveintopython3.net, to learn the
basics.
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(b) Download Fisher’s Iris data set from www.math.uah.edu/stat/data/Fisher.html. Write a Python
program that reads the data set into memory and computes the mean, minimum and maximum of the
petal width, petal length, sepal width and sepal length attributes for each of the three species of
flower. Which of the species will be easy to distinguish, and which will be hard?

(c) Using the matplotlib library, draw a scatter plot that shows the petal length attribute on the
x-axis, and the sepal length attribute on the y-axis. Use different colors for the three different species
and label the axes.

(d) Create a subset of the Iris data that contains only the sepal length attribute, and only the setosa and
virginica classes. Draw a scatterplot showing the attribute on the x-axis and the class on the y-axis.
Using the LMS algorithm given in the lecture, compute the weight vector (w0, w1), and add the line
of best fit to your plot. What is the residual sum of squares (RSS) for your weight vector?
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