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Exam Info

ÅScheduled for Tuesday 25th of July

Å11-13h (same time as the lecture)

ÅKarl-HaußknechtStr. 7 (HK7)

ÅProject submissions are due Monday 17th of July

ïSubmit your Name and Matrikelnummer(Student-ID) along

ÅSecond pack of models (DIMACS format) are coming this 
week!
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Recap I

ÅConstraint Satisfaction Problems

ïVariables with domains

ïConstraints:
ÅImplicit (represented as code snippets)

ÅExplicit (a set of all legal tuples)

ÅUnary, binary, n-ary

ïGoal: Find any solution, which is a complete assignment of 
variables from their domains without breaking a constraint

ÅBacktracking

ïDFS + fixed order of variable assignment + constraint checking 
after each assignment
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Recap II

ÅImprovements of backtracking:

ÅFiltering:

ïForward checking

ïConstraint propagation using arc consistency

ÅWhat is arc consistency?

ÅOrdering:

ïWhich variable should be assigned next? (MRV)

ïIn what order should its values be tried? (LCV)
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Curse of Dimensionality

ÅWhat is dimensionality?

ïNumber of random variables in a dataset, also denoted as 
features in machine learning or columns in a csv file

ÅWhat is high dimensional data?

ïMicroarrays (genes) with >20,000 features

ïText with words as features

ïImages with pixels as features

ÅWhat is the curse?
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The Curse!

ÅThe distance to the closest neighbor is nearly equal to the 
distance to any neighbor

ÅProbability of data points being at the edge of the 
configuration space is exponentially increasing with the 
dimensions
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And The Curse Continues!

ÅHigher dimensions need exponentially more data points to 
draw any conclusions

ï100 observations for 1-D space in the range 0 and 1, we get 
and good impression of the space of real numbers

ï100 observations for 10-D space tell us nothing! We would 
need 10010=1020 observations 

ÅSo, in higher dimensions the volume increases, such that all 
data points become sparse

ïEvery distance increases

ïEvery observation becomes dissimilar

ïThis effect is especially strong when dimensions do not have 
an effect on the observation!
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Do We Need all these Dimensions?

ÅNO! Often, only a subset of all features are relevant
ïFeatures might have no effect at all on observation

ïFeatures might strongly correlatewith each other

ÅWhat means correlation?
ïMeasure describing how much related two variables are

ïDescribed in the range -1 to 1
ÅPositive correlation: If one variable increases, the other increases, too

ÅNegative correlation: If one variable increase, the other decreases

ïThe higher the absolute value, the higher the relation

ïExample: Predict fastest car based on two features: kW and 
horsepower -> both correlate with 1 -> only one is needed

8



MachineLearning for Software Engineering –Prof. Dr.-Ing. Norbert Siegmund

How to Find the Actually Needed 
Features?

ÅFeature extraction: transformation of the data to a lower 
dimensionality with small loss of information
ïPrincipal component analysis (PCA) using a linear 

transformation

ïKernel PCA using a kernel function

ïAutoencoder via neural networks

ïLinear discriminant analysis (LDA)

ÅFeature selection: techniques finding subsets of features 
mainly based on observations and what-if analyses
ïFilter (e.g., via information gain)

ïWrapper (using search algorithms)

ïEmbedded (during model building)
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PrincipalComponentAnalysis
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Goal of PCA

ÅIdentify patterns in data to reduce the dimensionality of the 
dataset without sacrificing too much information

ÅIdea: Project the feature space to a smaller subspace that 
still represents our data good enough

ïPCA tries to find the features that correlate most

ïHighly correlating features can be combined such that the 
dimensionality can be reduced

ÅApproach: Find the dimensions of maximum variance and 
project the data onto a smaller dimensional space
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PCA Visually Explained
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Projection Projection

Information loss

2-D Space 1-D Space

Projection

Information loss

Projection

1. Center data points around 0
2. Find eigenvector

3. Eigenvector minimizes least 
square error
4. Repeat step 2 with 
orthogonal vector for remaining 
dimensions

5. Keep principal components with 
highest variation and remove the least 
important PCs
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PCA Algorithm Overview

ÅStandardize the data: ὼ ὼ Ὁὼ ὼ
В
ȿ ȿ

ȿ ȿ

ÅObtain the eigenvectorsand eigenvaluesfrom the 
covariance matrix or correlation matrix (alternatively 
applied Singular Vector Decomposition)

ÅSort eigenvalues in descending order and select the Ὧ
eigenvectors that correspond to the Ὧlargest eigenvalues

ïWhere Ὧis the number of features we want to keep

ÅConstruct projection matrixὡ from the Ὧeigenvectors

ÅTransform the original dataset ὼvia ὡ to obtain ώ(the Ὧ-
dim subspace)
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Preliminaries: Statistic I

ÅMean: Ӷὼ
В

ÅStandard deviation: A measure of the spread of the data 

around the mean ί
В Ӷ

ÅVariance: s2

ÅWhat about more dimensions?
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Use ὲif you calculate the 
standard deviation of the whole 
population (i.e., when you have 
all possible data points).

About 68% of the data are within 
the interval Ӷὼ ίȟӶὼ ί
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Preliminaries: Statistic II

ÅCovariance: Measure for describing the relationship 
between two dimensions (very similar to correlation)

ïὧέὺὼȟώ
В Ӷ

ïWhat is the covariance between a dimension and itself?

ïIt is the variance!

ïὧέὺὼȟὼ
В Ӷ Ӷ В Ӷ

ὺὥὶὼ ί

ïSo, when both variables behave in a linked way (e.g., when x 
increases, y increases also), we can observe this

ÅCorrelation: ὧέὶὶὼȟώ
ȟ

ᶻ
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Preliminaries: Statistic III

ÅCovariance of ὲ-dimensional data points

ïSince covariance is a pair-wise measure, we have to compute 
the covariance of all pairs of dimensions

ïὅ ὧȟ ὧȟ ὧέὺὈὭάȟὈὭά

ïExample: ὅ

ὧέὺὼȟὼ ὧέὺὼȟώ ὧέὺὼȟᾀ
ὧέὺώȟὼ ὧέὺώȟώ ὧέὺώȟᾀ
ὧέὺᾀȟὼ ὧέὺᾀȟώ ὧέὺᾀȟᾀ

ïProperties:
Åὧέὺὼȟώ ὧέὺώȟὼ

Åὧέὺὼȟὼ ί ὼ

ÅSo, covariance matrix is symmetrical about the main diagonal
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Preliminaries: Statistic IV

ÅWhat are eigenvectors?

ïAn eigenvector is a vector when multiplied with a 
(transformation) matrix, it results in a vector that is a multiple 
of the original vector

ïThe multiple is called the eigenvalue

ïExample:

Å
ς σ
ς ρ

ᶻ
ρ
σ

ςz ρ σz σ
ςz ρ ρz σ

ρρ
υ

Å
ς σ
ς ρ

ᶻ
σ
ς

ςz σ σz ς
ςz σ ρz ς

ρς
ψ

τz
σ
ς

ïProperties:
ÅOnly square matrices: ὲ ὲhas no or ὲeigenvectors

ÅAll eigenvectors are orthogonal to each other
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1. Step in PCA: Subtract the Mean

ÅPCA finds patterns in data to describe their similarity and 
differences

ÅWhen similar, we can reduce the corresponding dimensions

ÅRunning example:
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2. Step in PCA: Calculate Covariance Matrix

Åὧέὺὼȟώ
В Ӷ

Åὧέὺὼȟὼ ὺὥὶὼ ί
В Ӷ

Åὅὼȟώ
ὧέὺὼȟὼ ὧέὺὼȟώ
ὧέὺώȟὼ ὧέὺώȟώ

В Ȣ В Ȣ Ȣ

В Ȣ Ȣ В Ȣ

πȢφρφυυυυφπȢφρυτττττ
πȢφρυτττττπȢχρφυυυυφ
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3.Step in PCA: Calculate the 
eigenvectors and eigenvalues

ÅHow to compute these is out of scope here…

ÅEigenvalues= 
πȢπτωπψστ
ρȢςψτπςχχρ

ÅEigenvectors=
πȢχσυρχψφφπȢφχχψχστ
πȢφχχψχστπȢχσυρχψφφ

ÅVectors are unit vectors, meaning that there lengths are 
both normalized to 1
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4.Step: Choose Components

ÅApproach: 
ïOrder eigenvalues from highest to lowest

ïTake only components with the largest eigenvalue as they 
contain the most information

ïIf you want to remove Ὧdimensions, remove the Ὧ
dimensions with the lowest eigenvalues

ÅEigenvector of the corresponding eigenvalue is the principle 
component

ÅNext, build a feature vector (which is a matrix!) using the 
eigenvectors that we keep, where each eigenvector is a 
column in the matrix
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Feature Vector = Reduction Step

ÅὊὩὥὸόὶὩὠὩὧὸέὶὩὭὫὩὲὺὩὧὸέὶȟȣȟὩὭὫὩὲὺὩὧὸέὶ

ïWhere ὲis the number of dimensions that remain after PCA

ïAnd all eigenvectors were previously sorted according to their 
eigenvalues

ÅExample: 

ïEigenvalues= 
πȢπτωπψστ
ρȢςψτπςχχρ

ïEigenvectors=
πȢχσυρχψφφπȢφχχψχστ
πȢφχχψχστπȢχσυρχψφφ

ïFeatureVector= 
πȢφχχψχστ
πȢχσυρχψφφ

22

Highest eigenvalue, so keep this vector
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5.Step: Transforming the Data

ÅTo transform the data to the reduced sub space:

ïTranspose the feature vector and multiply it (on the left) with 
the transposed adjusted data set

ïὊὭὲὥὰὈὥὸὥὙέύὊὩὥὸόὶὩὠὩὧὸέὶὙέύὈὥὸὥὃὨὮόίὸὩὨ
ὊὩὥὸόὶὩὠὩὧὸέὶ ὈὥὸὥὃὨὮόίὸὩὨ

ïὊὭὲὥὰὈὥὸὥis composed based on one dimension per row and 
the data points in the columns

ÅWhat is actually shown by this matrix?

ïOur original data, described solely by the vectors we selected

ïOriginally, the data was expressed by the axes x and y (or z if 
we had 3-D data)

ïNow, our data is expressed by eigenvector 1, 2, etc.
23



MachineLearning for Software Engineering –Prof. Dr.-Ing. Norbert Siegmund

After Transformation

24

Reduced dimensionality in the 
transformed and rotated 
subspace (1-D)

Scale back to the original 
coordination system (1-D data 
in 2-D space)

ὊὭὲὥὰὈὥὸὥὙέύὊὩὥὸόὶὩὠὩὧὸέὶὙέύὈὥὸὥὃὨὮόίὸὩὨ
ὙέύὈὥὸὥὃὨὮόίὸὩὨὙέύὊὩὥὸόὶὩὠὩὧὸέὶ ὊὭὲὥὰὈὥὸὥ

If we take all principle components / feature vectors, then
ὙέύὊὩὥὸόὶὩὠὩὧὸέὶ ὙέύὊὩὥὸόὶὩὠὩὧὸέὶ
ὙέύὈὥὸὥὃὨὮόίὸὩὨὙέύὊὩὥὸόὶὩὠὩὧὸέὶ ὊὭὲὥὰὈὥὸὥ
ὙέύὕὶὭὫὭὲὥὰὈὥὸὥὙέύὊὩὥὸόὶὩὠὩὧὸέὶ ὊὭὲὥὰὈὥὸὥὕὶὭὫὭὲὥὰὓὩὥὲ
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Open Questions

ÅHow to interpret the eigenvectors? 

ïWhere is the correlation between dimensions/variables?

ÅWhere to define the line between components to keep and 
components that can be removed? 

ïHow much variance / information do I want to keep?

ÅCan we use the principal component scores in further 
analyses?

ïWhat are the limitations of this technique?
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A More Complex Example
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Climate and Terrain 
Housing 
Health Care & 
Environment 
Crime 
Transportation 
Education 
The Arts 
Recreation 
Economics …

Rating 329 communities 
based on 9 criteria

Place Rated Almanac
(Boyer and Savageau)
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Applying PCA on the Data

27

Component Eigenvalue Proportion Cumulative

1 0.3775 0.7227 0.7227

2 0.0511 0.0977 0.8204

3 0.0279 0.0535 0.8739

4 0.0230 0.0440 0.9178

5 0.0168 0.0321 0.9500

6 0.0120 0.0229 0.9728

7 0.0085 0.0162 0.9890

8 0.0039 0.0075 0.9966

9 0.0018 0.0034 1.0000

Total 0.5225

First 3 components explain 87% of 
the variation

πȢσχχυȾπȢυςςυχςϷof variation explained
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Computing Principal Component Scores

ÅRemember: Eigenvalues are connected with eigenvectors

ïSo, use the eigenvector of the largest eigenvalue to compute 
the principal component score for that component

Åὣ πȢπσυρὧὰὭάὥὸὩπȢπωσσὬέόίὭὲὫ
πȢτπχψὬὩὥὰὸὬπȢρππτὧὶὭάὩπȢρυπρ
ὸὶὥὲίὴέὶὸὥὸὭέὲπȢπσςρὩὨόὧὥὸὭέὲπȢψχτσ
ὥὶὸίπȢρυωπὶὩὧὶὩὥὸὭέὲπȢπρωυὩὧέὲέάώ

ÅCoefficients are the elements of the eigenvector of the first 
principal component

ÅPlug in the concrete values for the variables to obtain the 
value for each community
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Interpreting Eigenvectors and Principal 
Components

29

Principal Component 

Variable 1 2 3

Climate 0.190 0.017 0.207

Housing 0.544 0.020 0.204

Health 0.782 -0.605 0.144

Crime 0.365 0.294 0.585

Transportation 0.585 0.085 0.234

Education 0.394 -0.273 0.027

Arts 0.985 0.126 -0.111

Recreation 0.520 0.402 0.519

Economy 0.142 0.150 0.239

Compute the correlations 
between the original data 
for each variable and each 
principal component

PC1: correlation with 5 variables: if house, health, transportation, arts, and recreation 
increases, so does the PC1. So, these five variables vary together 

PC2: if health decreases, PC1 will increase. Measure of how unhealthy a location is

PC3: correlation with crime and recreation: locations with high crime have higher 
recreation facilities
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PCA in Software Engineering

30
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Why PCA?

ÅBuilding a model for program comprehension

ÅReducing the data

31
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Data Analysis

ÅProgramming tasks were solved by >120 students

ÅWhat did the students answer in
the questionnaire that had
answered the tasks correctly?

ÅSee correlations table

Å28 out of 180 were significant
32
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PCA for Finding Latent Factors

33

Courses are taught at the university. 
Paradigms and languages make sense 
to correlate.

The longer a subject is programming, 
the larger the projects are and the 
more languages he/she encountered.

Experience with mainstream prog. languages

Professional experience

The paradigms and the corresponding 
languages correlate.

Functional and logical programming

Courses, years, and languages indicate the 
experience gained by education.

Experience from 
education
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Feature (Subset) Selection

35
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Goal of Feature Selection

ÅFind a minimal subsetof features (variables, etc.) that 
represents the data without (substantial) information loss 
such that it is sufficient for data analysis, machine learning, 
etc.

ÅHow to select the subset?
ïPCA: Use variance of the data in an unsupervised fashion

ïFeature Selection: Use a predictor (e.g., via information gain)

ÅIdea: Throw away features that will not influence a 
dependent variable (observation, prediction) -> supervised 
learning
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Three Objectives for Feature Selection

ÅThe subset with a specified size that optimizes an evaluation 
criteria

ÅThe subset of smaller size that satisfies a restriction on an 
evaluation criteria

ÅThe subset with the best tradeoff between its size and its 
corresponding result of the evaluation criteria

ÅGeneral: Improve a learner by learning speed, generalization 
error, or understanding

ÅIdea: differentiate between relevant, irrelevant, and 
redundant features
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Types of Algorithms

ÅContinuous feature selection
ïAssignment of weights to each feature in such a way that the 

order corresponds to its theoretical relevance

ÅBinary feature selection
ïAssignment of binary weights, meaning filtering the set of 

features

ÅType of problem affects learning algorithm

ÅThere are 2n potential subsets of features

ÅIn essence, we have a search problem to find a suitable 
subset

38
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Composition of an Algorithm

ÅSearch organization

ïGeneral strategy to explore the search space

ÅGeneration of successors

ïDefines the successor state based on the current search state

ÅEvaluation measure

ïMechanism by which successor candidate states are 
evaluated, allowing to decide where to go next

39
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Search Organization

ÅExponential search

ïExhaustive algorithm that is guaranteed to find the optimal 
solution

ÅSequential search

ïSelects exactly one candidate solution to be the successor 
state out of all possible candidate solutions

ïIteratively searches the space (backward not possible) where 
the number of steps must be linear, but the complexity can be 
ὕὲ , where Ὧis the number of evaluated candidate 
solution at each step

ÅRandom search

ïRandomness avoids local optima
40
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Generation of Successors I

ÅFive operators are possible

ïForward, backward, compound, weighting, and random

ïOperators modify the weights of the features

ÅForward selection:

ïOperator adds a feature to the current solution

ïThe feature must improve the evaluation measure

ïLinear in number of steps

ïCannot account for interactions (e.g., if two features 
individually do not improve the evaluation measure, but do so 
when combined, they will never be selected)

41
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Generation of Successors II

ÅBackward operator

ïStarts from the full set of features and removes in each step a 
single feature that does not degrade the evaluation more than 
a specified threshold

ïAlso linear in effort, but is usually more cost intensive in 
practice as more features need to be considered in each step 
for computation

ÅCompound operator

ïApply Ὧconsecutive steps forward and ὶsteps backward, 
where Ὧ ὶ

ïAllows discovering also interactions of features
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Generation of Successors III

ÅWeighting operator

ïThe search space is continuous and all features are considered 
in a solution, but only to a certain degree

ïA successor candidate solution has a different weighting on 
the features

ÅRandom operator

ïUsed to generate potentially any other solution in a single 
step

ïStill the solution need to be better for the evaluation criteria
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Evaluation Measures I

ÅEvaluate the fitness of a candidate solution

ÅProbability of error 
ïUsed when the learner is a classifier

ïCounts the number of falsely classified data based on the 
current feature set

ÅDivergence
ïGoal is to have more diversely classified data

ÅDependence
ïQuantifies how strongly a feature is associated with the to be 

predicted class (i.e., knowing the value of the feature, is it 
possible to predict the value of the class?)

44
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Evaluation Measures II

ÅInformation or uncertainty

ïMeasures how much information do we gain when adding a 
feature (e.g., used in decision trees)

ïIf all classes become equally probable, the information gain is 
minimal and the uncertainty (entropy) is max

ÅInconsistency

ïRemove or avoid features that do not agree on classifying a 
data point to the same class

45
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General Algorithm

46

ὛN ὨὥὸὥίὥάὴὰὩ×ÉÔÈÆÅÁÔÕÒÅÓ8
ὧὥὲὨὭὨὥὸὩίᴺὫὩὸὍὲὭὸὭὥὰὛὩὸὢ

ίέὰόὸὭέὲᴺὫὩὸὄὩίὸὥίίὩίίὊὭὸὲὩίίὧὥὲὨὭὨὥὸὩίȟὛ

repeat
ὧὥὲὨὭὨὥὸὩίᴺίὩὥὶὧὬὛὸὶὥὸὩὫώὧὥὲὨὭὨὥὸὩίȟίόὧὧὩίίέὶὕὴὩὶὥὸέὶίέὰόὸὭέὲȟὢ

ὧὥὲὨὭὨὥὸὩᴺὫὩὸὄὩίὸὥίίὩίίὊὭὸὲὩίίὧὥὲὨὭὨὥὸὩίȟὛ

ifὪὭὸὲὩίίὧὥὲὨὭὨὥὸὩὪὭὸὲὩίίίέὰόὸὭέὲἷἺ
ὪὭὸὲὩίίὧὥὲὨὭὨὥὸὩὪὭὸὲὩίίίέὰόὸὭέὲἩἶἬὧὥὲὨὭὨὥὸὩίέὰόὸὭέὲἼἰἭἶ
ίέὰόὸὭέὲᴺὧὥὲὨὭὨὥὸὩ

until stop criteria or out of time
return ίέὰόὸὭέὲ
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Take Home Message:

ÅDimensionality reduction is useful when too many 
dimensions complicate learning and understanding

ÅUnsupervised reduction via PCA

ïRemoves correlated variables

ïFinds the latent components that are behind the data

ÅSupervised reduction via feature subset selection

ïFinds a subset of features that satisfies a certain evaluation 
criteria by assessing the fitness of intermediate solutions
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Next Lecture

ÅDeveloping our own neuronal network
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Literature

Åhttp://www.cs.otago.ac.nz/cosc453/student_tutorials/princi
pal_components.pdf

ÅFeature Selection Algorithms: A Survey and Experimental 
Evaluation

ïhttp://www.lsi.upc.edu/~belanche/Publications/OLDresearch/
R02-62.pdf
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