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Exam Info

A Scheduled for Tuesday ®25f July
A 11-13h (same time as the lecture)
A KartHauRknech8tr. 7 (HK7)

A Project submissions are due Monday"af July
I Submit your Name aniflatrikelnummer(StudentiD) along

A Second pack of models (DIMACS format) are coming thi
week!

-Ing. Norbert Siegmund



Recap |

A Constraint Satisfaction Problems
T Variables with domains

I Constraints:
A Implicit (represented as code snippets)
A Explicit (a set of all legal tuples)
A Unary, binary, rary

I Goal: Find any solution, which is a complete assignment o
variables from their domains without breaking a constraint

A Backtracking

I DFS + fixed order of variable assignment + constraint chec
after each assignment




Recap Il

A Improvements of backtracking:
A Filtering:
I Forward checking
I Constraint propagation using arc consistency

A What is arc consistency?

A Ordering:
I Which variable should be assigned next? (MRV)
I In what order should its values be tried? (LCV)
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Curse of Dimensionality

A What is dimensionality?

I Number of random variables in a dataset, also denoted as
features in machine learning or columns in a csv file

A What is high dimensional data? R _
i Microarrays (genes) with >20,000 featur|R e
I Text with words as features St
I Images with pixels as features

A What is the curse?
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The Curse!

A The distance to the closest neighbor is nearly equal to th

distance to any neighbor e o
o~ QA

Tt

A Probability of data points being at the edge of the
configuration space is exponentially increasing with the
dimensions

1-D space
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And The Curse Continues!

A Higher dimensions need exponentially more data points 1
draw any conclusions

I 100 observations for-D space in the range 0 and 1, we get
and good impression of the space of real numbers

I 100 observations for 0 space tell us nothing! We would
need 100°=1C° observations

A So, in higher dimensions the volume increases, such tha
data points become sparse
I Every distance increases
I Every observation becomes dissimilar

I This effect is especially strong when dimensions do not ha
an effect on the observation!
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Do We Need all these Dimensions?

A NO! Often, only a subset of all features are relevant
I Features might haveo effectat all on observation
I Features might stronglgorrelatewith each other

A What means correlation?

I Measure describing how much related two variables are

I Described inthe rangd to 1
A Positive correlation: If one variable increases, the other increases,
A Negative correlation: If one variable increase, the other decreases

I The higher the absolute value, the higher the relation

I Example: Predict fastest car based on two features: kW an
horsepower-> both correlate with 2> only one is needed




How to Find the Actually Needed
Features?

A Feature extractiontransformation of the data to a lower
dimensionality with small loss of information

I Principal component analysis (PCA) using a linear
transformation

I Kernel PCA using a kernel function
I Autoencoder via neural networks
I Linear discriminant analysis (LDA)

A Feature selectiontechniques finding subsets of features
mainly based on observations and whianalyses

I Filter (e.g., via information gain)
I Wrapper (using search algorithms)
I Embedded (during model building)
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Goal of PCA

A Identify patterns in data to reduce the dimensionality of tt
dataset without sacrificing too much information

A Idea: Project the feature space to a smaller subspace the
still represents our data good enough
I PCA tries to find the features that correlate most

I Highly correlating features can be combined such that the
dimensionality can be reduced

A Approach: Find the dimensions of maximum variance an
project the data onto a smaller dimensional space
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PCA Visually Explained
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1. Center data points around 0 3. Eigenvector minimizes least 5. Keep principal components with

2. Find eigenvector square error highest variation and remove the lea:
4. Repeat step 2 with important PCs
orthogonal vector for remaining
dimensions
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PCA Algorithm Overview

Bg s

d Is

A Obtain theeigenvectorsandeigenvaluesrom the
covariance matrpor correlation matrix (alternatively
applied Singular Vector Decomposition)

A Sort eigenvalues in descending order and seleci@he
eigenvectors that correspond to th®largest eigenvalues

i Where'Qs the number of features we want to keep
A Construciprojection matrix from the ‘Qeigenvectors

A Transform the original datasetvia to obtainw(the 'Q
dim subspace)

A Standardizethedatay & O
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Preliminaries: Statistic |

A Mean:of ———

A Standard deviation: A measure of the spread of the data
)

, B
around the mean J (

«— Uset if you calculate the

A : _ standard deviation of the whole
Variance: 5 population (i.e., when you have

all possible data points).

A What about more dimensions?

0.0 01 02 03 04

—30 —20 10 0 1o 20 3o

About 68% of the data are within
the interval off ihod i
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Preliminaries: Statistic Il

A Covariance: Measure for describing the relationship
between two dimensions (very similar to correlation)

e T sy B

I w € (aw) ]

T What is the covariance between a dimension and itself?
T Itis the variance!

i @y 2 L 0B 0V yamy

I So, when both variables behave in a linked way (e.g., whel
Increases, y increases also), we can observe this

A Correlation:w ¢ {ofw) (h)

v ()




Preliminaries: Statistic ||

A Covariance of -dimensional data points

I Since covariance is a pase measure, we have to compute
the covariance of all pairs of dimensions

i 0 (G o, wé OD@AO®
& ey We G wé G
i ExampleD Wwe U wé dw we un
HE o G& aw Oé g
I Properties:
Ade@y o &y
Ané@ | o
A So, covariance matrix is symmetrical about the main diagonal
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Preliminaries: Statistic 1V

A What are eigenvectors?

I An eigenvector is a vector when multiplied with a
(transformation) matrix, it results in a vector that is a multip
of the original vector

I The multiple is called theigenvalue
I Example:

A (2 g) z (g) (2 2 S gi 3) (pup) no eigenvector
AG 7@ Go 520 () =0
I Properties: eigenvector with 4 as eigenvall

A Only square matriceg: £ has no o eigenvectors
A All eigenvectors are orthogonal to each other




1. Step in PCA: Subtract the Mean

A PCA finds patterns in data to describe their similarity and
differences

A When similar, we can reduce the corresponding dimensic

2.5 2.4

. . 0.69 0.49
A Running example o5 o7 131 121
22 29 0.39 0.9
19 22 Subtract mean  0.09  0.29
31 3.0 - 1.29 1.09
23 27 o @ p 0.49 0.79
2 1.6 W PP 0.19 -0.31
1 1.1 0.81 -0.81
15 1.6 031 -0.31
1.1 09 0.71 -1.01
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2. Step In PCA: Calculate Covariance M
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3.Step in PCA: Calculate the
eigenvectors and eigenvalues

AHow to compute these is o

TBIT WTMMWOo T

PE YT MIX X P

| TXOUPXWEE X XYY OT
AElgenvectorsén@XwacmguquJcpcp

A Vectors araunit vectors meaning that there lengths are
both normalized to 1

A Eigenvaluesé




4.Step: Choose Components

A Approach:
I Order eigenvalues from highest to lowest

I Take only components with the largest eigenvalue as they
contain the most information

i If you want to removeQdimensions, remove thé&
dimensions with the lowest eigenvalues

A Eigenvector of the corresponding eigenvalue is the princi
component

A Next, build a feature vector (which is a matrix!) using the
eigenvectors that we keep, where each eigenvector is a
column in the matrix
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Feature Vector = Reduction Step

AOQMd 61 Qo @BEQE DM EYEFQQE DL QWO ¢
I Whereg is the number of dimensions that remain after PC/

I And all eigenvectors were previously sorted according to tt
eigenvalues

A Example:

TBIT W Yo 1-Highest eigenvalue, so keep this vect

PE YT MIXXP '

o TXoupXYe@EXXPYOoT
|Elgenvectorséna)xxwxcm&oupxmcpcp

T FeatureVectm:( %@;( J( pr q(f(; o

I Eigenvaluesxé
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5.5tep: Transforming the Data

A To transform the data to the reduced sub space:

I Transpose the feature vector and multiply it (on the left) wi
the transposed adjusted data set

"00E QA OWOH OOQNO0 601 AYEQAWOBE OO 'QQ
"0QNO0 0T DO@MDEND QMo i 60'Q

I "OQ¢ w a i®composed based on one dimension per row &
the data points in the columns

A What is actually shown by this matrix?

I Our original data, described solely by the vectors we selec

I Originally, the data was expressed by the axes x and y (or
we had 3D data)

I Now, our data Is expressed by eigenvector 1, 2, etc.
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After Transformation

Reduced dimensionality in the Scale back to the original
transformed and rotated coordination system (D data
subspace (D) in 2-D space)

1.0+ . T P

"0QE OO OBH HO0QMO 61 TEQWOGBGAE GO Q Q61 6 QQ
YEUVLOWO W0 Q QO LOOXILVO0 01T QWAODBA OWO W

If we take all principle components / feature vectors, then
YEULTOQMOO 6T QoL OO0 61T QUQWO £

YE OV OMO MO QOO VOO0 01 'QAID @& 0D O ®

YEO1T QQQE QUOHDOQMO 61 QaXID GN)0Odd QQE & D Qe
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Open Questions

A How to interpret the eigenvectors?
I Where is the correlation between dimensions/variables?

A Where to define the line between components to keep ar
components that can be removed?

I How much variance / information do | want to keep?

A Can we use the principal component scores in further
analyses?

I What are the limitations of this technigue?




ace Rated Almanac

A More Complex Exampl@e ssavages,

Rating 329 communities | 551 6200 237 923 4031 2757 996 1405 7633 1

based on 9 criteria 2 575 8138 1656 886 4883 2438 5564 2632 4350 2

_ _ 3 468 7339 618 970 2531 2560 237 859 5250 3

Climate and Terrain 4 476 7908 1431 610 6883 3399 4655 1617 5864 4

Housing 5 659 8393 1853 1483 6558 3026 4496 2612 5727 5

Health Care & & 520 5819 640 727 2444 2972 334 1018 5254 6

Environment 7 559 8288 621 514 2881 3144 2333 1117 5097 7

_ © 537 6487 965 706 4975 2945 1487 1280 5795 8

Crime 5 561 6191 432 399 4246 2778 256 1210 4230 9

Transportation 0 609 6546 669 1073 4902 2852 1235 1109 6241 10

Education 1 885 16047 2025 983 3954 2843 5632 3156 6220 11

The Arts 2 195 12175 601 1223 5091 2414 2346 3000 7668 12

_ 3 530 5704 580 878 2865 2469 430 838 3370 13
Recreation
Economics

323 597 7927 1445 1115 4532 3112 4545 1923 6174 323

324 564 6858 1099 1423 2904 2876 1077 2668 5390 324

325 562 8715 1805 680 3643 3299 1784 910 5040 325

326 535 6440 317 1106 3731 2491 996 2140 4986 326

327 540 8371 713 440 2267 2903 1022 842 4946 327

326 570 7021 1097 938 3374 2920 2797 1327 3894 3238

320 608 7875 212 1179 2768 2387 122 918 4694 329
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Applying PCA on the Data

Component Eigenvalue Proportion

1

00O NO O &~ WD

Total

0.3775
0.0511
0.0279
0.0230
0.0168
0.0120
0.0085
0.0039
0.0018
0.5225

0.7227
0.0977
0.0535
0.0440
0.0321
0.0229
0.0162
0.0075
0.0034

® X Y ¢ ¢ ux ¢ f variation explained
Cumulative

First 3 components explain 87% of
the variation

0,4000
0.9966 3500
1.0000 0,3000
0,2500
0,2000
0,1500
0,1000
0,0500

0,0000 o
1 2 3 4 5 6 7 8

Principal components

Eigenvalues

é &
v A
9
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Computing Principal Component Scor:

A Remember: Eigenvalues are connected with eigenvector

I SO0, use the eigenvector of the largest eigenvalue to compL
the principal component score for that component

A®d miouvpod Qa OiBOwo o Q¢ 61 Q& Q
M Y PQQOa oM nntol Qad@a@u np
01 WEiNéi IO HPRQO WOTHOE® O
Ol OITMuvwT Qi QOIEPwULQWE & ¢ d
A Coefficients are the elements of the eigenvector of the fir
principal component

A Plug in the concrete values for the variables to obtain the
value for each community
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Interpreting Eigenvectors and Principa
Components

Principal Component

Compute the correlations

Variable 1 2 3 between the original data
Climate 0.190 0.017 0.207 for each variable and each
Housing 0.544 0.020 0.204 principal component
Health 0.782 -0.605 0.144
Crime 0.365 0.294 0.585
Transportation 0.585 0.085 0.234
Education 0.394 -0.273 0.027
Arts 0.985 0.126 -0.111
Recreation 0.520 0.402 0.519
Economy 0.142 0.150 0.239

PC1.: correlation with 5 variables: if house, health, transportation, arts, and recreation
Increases, so does the PC1. So, these five variables vary together

PC2: if health decreases, PC1 will increase. Measure of how unhealthy a location is

PC3: correlation with crime and recreation: locations with high crime have higher
recreation facilities
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PCA In Software Engineering

Measuring Programming Experience

Janet Feigenspan, Christian Kistner,
University of Magdeburg  Philipps University Marburg

Abstract—Programming experience is an important confound-
ing parameter in controlled experiments regarding program
comprehension. In literature, ways to measure or control pro-
cramming experience vary. Often, researchers neglect it or do
not specify how they controlled it. We set out to find a well-defined
understanding of programming experience and a way to measure
it. From published comprehension experiments, we extracted
questions that assess programming experience. In a controlled ex-
periment, we compare the answers of 128 students to these ques-
tions with their performance in solving program-comprehension
tasks. We found that self estimation seems to be a reliable way
to measure programming experience. Furthermore, we applied
exploratory factor analysis to extract a model of programming
experience. With our analysis, we initiate a path toward mea-
suring programming experience with a valid and reliable tool,
so that we can control its influence on program comprehension.

[. INTRODUCTION

In software-engineering experiments, program comprehen-
sion is frequently measured, for example, for the evaluation
of programming-language constructs or software-development
tools [3]. [7]. [13]. [16], [26]. Program comprehension is an

e T 1 L L T T PR S S, N s ST T PR R S

Jorg Liebig and Sven Apel,

Stefan Hanenberg,

University of Passau University of Duisburg-Essen

timated programming experience compared to class mates
and self estimated experience with logical programming.
Furthermore, we present a five-factor model that describes
programming experience using exploratory factor analysis.
The contributions of this paper are the following:

o Literature review about the state of the art of measuring
and controlling the influence of programming experence.

« A guestionnaire that contains the common questions to
Measlre programming experience.

+ Reusable experimental design to evaluate the question-
naire.

« Initial evaluation of this questionnaire with sophomores.

« Proposal toward two relevant questions and a five-factor
model of programming experience.

I1. LITERATURE REVIEW

To get an overview of whether and how researchers measure
programming experience, we conducted a literature review
based on the guidelines for systematic literature reviews
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Why PCA?

A Building a model for program comprehension
A Reducing the data

Source Question Scale Abbreviation
Self On a scale from 1 to 10, how do you estimate your programming experience? 1: very inexperienced to  s.PE
estimation 10: very experienced
How do you estimate your programming experience compared to experts with  1: very inexperienced to  s.Experts
20 years of practical experience? 5: very experienced
How do you estimate your programming experience compared to your class 1:very inexperienced to  s.ClassMates
mates? 5: very experienced
How experienced are you with the following languages: Java/C/Haskell/Prolog 1: very inexperienced to  s.Java/s.C/s.Haskell/
5: very experienced s.Prolog
How many additional languages do you know (medium experience or better)?  Integer s.NumLanguages
How experienced are you with the following programming paradigms: 1:very inexperienced to  s.Functional/s.Imperative/
functional/imperative/logical/object-oriented programming? 5: very experienced s.Logical/s.ObjectOriented
Years For how many years have you been programming? Integer y.Prog
For how many years have you been programming for larger software projects, Integer y.ProgProf
e.g., in a company?
Education What year did you enroll at university? Integer e.Years
How many courses did you take in which you had to implement source code? Integer e.Courses
Size How large were the professional projects typically? NA, <900, 900-40000, z.Size
=>40000
Other How old are you? Integer o.Age

Integer: Answer i1s an integer; Nominal: Answer is a string. The abbreviation of each question encodes also the category to which it belongs.

TABLE 1

OVERVIEW OF QUESTIONS TO ASSESS PROGRAMMING-EXPERIENCE.
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Data Analysis

A Programming tasks were solved by >120 students
A What did the students answer iR s ; N

. . 1 s.PE .539 70
the questionnaire that had 2 sExperts 292 126
3  s.ClassMates 403 127
answered the tasks correctly? ¢ s/ - 124
5 sC 057 127
. 6  s.Hasekll 252 128
A See correlations table 7 sProlog 186 128
8  s.NumLanguages 182 118
9  s.Functional .238 127
No. Question Task 1 Task2 Task3 Task4 Task5 Task6 Task7 Task8 Task 9 Task 10 Number of subjects 10 S.Iﬂ]pE!l’H'EI'VE! 244 128
2 Shapers 0 17 oi 036 006 075 a2 oot 206 31 9320 11 s.Logical 128 126
3 sClassMates 189 =40l 084 -065 -053 -059 -163 -061 .61  .100 123 - 40 - .
4 :h]:: e ozg -066  -154 fogz -066 003 f.ojo .1?15 7.167)0 -2 105 — 34 12 S.DbjBC[OI’lEIl[Ed 354 127
6 askel L CI09 -l 13 o 26 153 Gl ofs 1S 124 40 13 y.Prog .359 123
7 s 174 141 079 104  -027  -039 076 239 047 .14 124 — 40
8 :.Nﬂr?fanguages -295 =339 -131 -121  -027 -103 7.032 f.oog 232 .mg 115 - 34 14 }'.Pl'DgP["Of 004 127
9 s Functional 148 -150 150 -004 -017 -204 120 -217 027 175 123-40
10 s.Imperative -283 331 -033 -089  -06 -129 -296 -156 .126 043 124 - 40 15 e.Years -.058 126
s.Logi R - 158 136 022 - . = - . 2-
12 SOmedOriented 00w s 0 os oM ms oe s6 s 10 16  e.Courses 135 123
13 yP 2413790 -144  -071 010 -113 (=258 -159 [ 2731 .10 120 - 38 ; -
11y ProgProf 217 196 -012 119 130 071 -274 022 044 010 123 -39 17 z.Size 108 128
15 e Years L032 001 018 -152 059 047 -119 037 -092  -173 122 - 40 . -
18  o.Age 116 128
16 e.Courses 146 -088  -040 -062 071 028 -053 -004 268 058 120 - 38
17 2.Size 155 160 -057 -134 059 003 -201 046 000  -023 124 — 40 . .
18 oAge 036 014 110 082 131 102 081 090 059 010 124 - 40 - Spearman correlation; N: number of subjects;
Gray cells denote significant correlations (p < .05). gray cells denote Signiﬁcant correlations (P < .05).
TABLE V
SPEARMAN CORRELATIONS OF RESPONSE TIMES FOR EACH TASK WITH ANSWERS IN QUESTIONNAIRE. TA BLE w

SPEARMAN CORRELATIONS OF NUMBER OF CORRECT ANSWERS WITH

A 28 out of 180 were significant ANSWERS IN QUESTIONNAIRE.
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PCA for Finding Latent Factors

Variable Factor 1 Factor 2 Factor 3 Factor 4 Factor 5

5.C 723 -1 Courses are taught at the university.

s.0ObjectOriented 100 403 :

s Imperative 673 133 103 _ Paradigms and languages make sel

s.Experts .600 326 to correlate.

s.Java 340 427 —

y.ProgProf 859 The longer a subject is programmint

z.Size 164 —the larger the projects are and the

s.NumLanguages 335 489 403

< ClassMates 449 403 104 _I more languages he/she encountere

s.Functional .880

s.Haskell 879 \a

e.Courses L1935

e. Years -.460 373 i .

y.Prog 403 554 The paradigms and the correspondi

s Logical 905 | languages correlate.

s.Prolog .883 7

Gray cells denote main factor loadings. Courses, years, and Ianguages indicate
TABLE VII experience gained by education.

FACTOR LOADINGS OF VARIABLES IN QUESTIONNAIRE.
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Feature Subse} Selection



Goal of Feature Selection

A Find a minimasubsetof features (variables, etc.) that
represents the data without (substantial) information loss

such that it is sufficient for data analysis, machine learnir
etc.

A How to select the subset?

I PCA: Use variance of the data in an unsupervised fashion
I Feature Selection: Use a predictor (e.g., via information ga

A Idea: Throw away features that will not influence a

dependent variable (observation, predictioty) supervised
learning
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Three Objectives for Feature Selectior

A The subset with a specified size that optimizes an evalua
criteria

A The subset of smaller size that satisfies a restriction on a
evaluation criteria

A The subset with the best tradeoff between its size and its
corresponding result of the evaluation criteria

A General: Improve a learner by learning speed, generalizz
error, or understanding

A Idea: differentiate between relevant, irrelevant, and
redundant features
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Types of Algorithms

A Continuous feature selection

I Assignment of weights to each feature in such a way that t
order corresponds to its theoretical relevance

A Binary feature selection

I Assignment of binary weights, meaning filtering the set of
features

A Type of problem affects learning algorithm
A There are 2potential subsets of features

A In essence, we have a search problem to find a suitable
subset

-Ing. Norbert Siegmund



Composition of an Algorithm

A Search organization
I General strategy to explore the search space

A Generation of successors
T Defines the successor state based on the current search s

A Evaluation measure

I Mechanism by which successor candidate states are
evaluated, allowing to decide where to go next




Search Organization

A Exponential search

I Exhaustive algorithm that is guaranteed to find the optimal
solution

A Sequential search

I Selects exactly one candidate solution to be the successor
state out of all possible candidate solutions

I Iteratively searches the space (backward not possible) whe
the number of steps must be linear, but the complexity can
O € , whereQis the number of evaluated candidate
solution at each step

A Random search
I Randomness avoids local optima




Generation of Successors |

A Five operators are possible
I Forward, backward, compound, weighting, and random
I Operators modify the weights of the features

I -I:II:I-I:I---
(. '_”__E[':'--D (E[ .
A Forward selection: <mu __D_>@

p———r
I Operator adds a feature to the current solutf' -
I The feature must improve the evaluation measure
I Linear in number of steps

I Cannot account for interactions (e.g., if two features
individually do not improve the evaluation measure, but do
when combined, they will never be selected)




Generation of Successors ||

A Backward operator

I Starts from the full set of features and removes in each ste
single feature that does not degrade the evaluation more ti
a specified threshold

I Also linear in effort, but is usually more cost intensive Iin
practice as more features need to be considered in each s
for computation

A Compound operator

i Apply‘Qconsecutive steps forward andsteps backward,
where’Q i

I Allows discovering also interactions of features




Generation of Successors Ill

A Weighting operator

I The search space is continuous and all features are consic
In a solution, but only to a certain degree

I A successor candidate solution has a different weighting ol
the features

A Random operator

I Used to generate potentially any other solution in a single
step

T Still the solution need to be better for the evaluation criterie




Evaluation Measures |

A Evaluate the fitness of a candidate solution

A Probability of error
I Used when the learner is a classifier

I Counts the number of falsely classified data based on the
current feature set

A Divergence
I Goal is to have more diversely classified data

A Dependence

I Quantifies how strongly a feature is associated with the to |
predicted class (i.e., knowing the value of the feature, is it
possible to predict the value of the class?)
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Evaluation Measures ||

A Information or uncertainty

I Measures how much information do we gain when adding
feature (e.g., used in decision trees)

I If all classes become equally probable, the information gail
minimal and the uncertainty (entropy) is max

A Inconsistency

I Remove or avoid features that do not agree on classifying
data point to the same class




General Algorithm

"W {fQod wanis@EA AODOAO
WO E QQOXBODI 0L QAGQD & "YQO
i €aod VN 6(‘@( D Qi i "@Tﬂbé‘sm’ﬂfﬂ\ﬁ)(‘) Qi
repeat
WOE QQOMAART ® QYO CXEOIOBIDAIQI | €1 (D § Qd)EME &
OOE QO HNG 6(‘&3i D Qi i @Iﬂoae@ﬂfﬂ\@o Qi
if ' QQO @D F QQQ VOO HiQd & 0)J Q¢ ¢
(QQO WD F QQQ WY &iQd d 6 )SHREB & QPO ¢h 0D 6 |p G "Bl
i €008 QHE QQQMOO6 Q
until stop criteria or out of time
returni € a 0 0 Q¢ ¢
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Take Home Message:

A Dimensionality reduction is useful when too many
dimensions complicate learning and understanding

A Unsupervised reduction via PCA
I Removes correlated variables
I Finds the latent components that are behind the data

A Supervised reduction via feature subset selection

I Finds a subset of features that satisfies a certain evaluatiol
criteria by assessing the fithess of intermediate solutions




NextLecture

A Developing our own neuronal network
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A http://www.cs.otago.ac.nz/cosc453/student_tutorials/prin
pal components.pdf

A Feature Selection Algorithms: A Survey and Experimente
Evaluation

I http://lwww.lIsi.upc.edu/~belanche/Publications/OLDresearc
R0262.pdf
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